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A recommender system (RS) aims to provide personalized recommendations to users for specific items
(e.g., music, books). Popular techniques involve content-based (CB) models and collaborative filtering
(CF) approaches. In this paper, we deal with a very important problem in RSs: The cold start problem. This
problem is related to recommendations for novel users or new items. In case of new users, the system
does not have information about their preferences in order to make recommendations. We propose a
model where widely known classification algorithms in combination with similarity techniques and
prediction mechanisms provide the necessary means for retrieving recommendations. The proposed
approach incorporates classification methods in a pure CF system while the use of demographic data help
for the identification of other users with similar behavior. Our experiments show the performance of the
proposed system through a large number of experiments. We adopt the widely known dataset provided
by the GroupLens research group. We reveal the advantages of the proposed solution by providing
satisfactory numerical results in different experimental scenarios.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Recommender systems (RSs) technology currently is in use in
many application domains. RSs can suggest items of interest to
users based on their preferences. Such preferences could be
retrieved either explicitly or implicitly. In general, recommenda-
tions are based on models built from item characteristics or users’
social environment. For example, recommendations could be based
on preferences of other users having similar characteristics (e.g.,
age, occupation). The recommendation result is the outcome of a
complex process that combines the attributes of items and infor-
mation about users. Recommendation algorithms try, through
intelligent techniques, to identify possible connections between
items and users and give the most efficient results. The final aim
is the maximization of the quality of recommendation (QoR). As
QoR could be defined the value of the matching between a specific
item and a specific user.

In literature, one can find the following techniques adopted in
RSs: (a) Collaborative filtering (CF) methods (Tso-Sutter, Marinho, &
Schmidt-Thieme, 2008; Das et al., 2007; Sarvar et al., 2001;
Schafer, Frankowski, Herlocker, & Sen, 2007; Jambor & Wang,
2010; Jin, Si, & Zhai, 2006; Wang, de Vries, & Reinders, 2006;
Rocchio, 1971; Khabbaz & Lakshmanan, 2011; Popescul, Ungar,
Pennock, & Lawrence, 2001) and (b) Content-based (CB) methods
(Pazzani & Billsus, 2007; Lops, de Gemmis, & Semeraro, 2011; De
Gemmis, Lops, & Semeraro, 2007; Middleton, Shadbolt, & De Roure,
2004; Billsus & Pazzani, 2000; Mooney & Roy, 2000). CF systems try
to retrieve the final recommendation result through community
preferences. Usually, in such systems demographics or user attri-
butes are neglected (Schein, Popescul, Ungar, & Pennock, 2002).
More specifically, CF approaches recommend items to a target user
based on given ratings by other users in the community. Many
algorithms have been proposed for the calculation of similarities
between users or items. The selection of the algorithm plays an
important role to the final QoR. CB systems try to match user pro-
files against items description. CB approaches require ratings made
by the user herself in contrast to CF models that cannot derive an
efficient result without the ratings of other users. Additionally,
Hybrid methods have been proposed (Popescul et al., 2001; Schein
et al., 2002) in order to cover the disadvantages of CF and CB models.
These methods combine both techniques in order to provide a more
efficient result. Many promising algorithms were presented in the
above categories, however, some issues are still open.

One of the most known problems in RSs is the cold start problem.
The cold start problem is related to the sparsity of information (i.e.,
for users and items) available in the recommendation algorithm.
The provision of a high QoR in cold start situations is a key challenge
in RSs (Park & Chu, 2009). Three types of cold start problems could
be identified: (a) recommendations for new users, (b) recommenda-
tions for new items, and (c) recommendations on new items for new
users. Researchers try to overcome the discussed problem, however,
they are interested mainly in item side cold start problems (Zhang,
Liu, Zhang, & Zhou, 2010). In this paper, we focus on solving the user
side cold start problem. We consider the scenario where a new user
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asks for recommendations and no data are available for her prefer-
ences. Such data are related to ratings for items. Ratings are very
important as they show the preferences of a specific user. Addition-
ally, no historical data are present. We propose an algorithm which
results the final outcome through three phases. The first phase is
responsible to provide means for the classification of the new user
in a specific group. For the classification, we adopt efficient tech-
niques like the C4.5 algorithm (Kotsiantis, 2007) and the Naive
Bayes algorithm (Zhang, 2004). In the second phase, the algorithm
utilizes an intelligent technique for finding the ‘neighbours’ of the
new user. We examine important characteristics of the user and
try to find other users inside the group that best match to her. In
the third phase, the final outcome is calculated. This is done adopt-
ing prediction techniques for estimating the ratings of the new user.
In comparison with research efforts found in the literature, our work
has the following differences. Our model:

� handles the new user cold start problem,
� does not require any a priori probability to be known like efforts

adopting probabilistic models,
� does not require any interview process,
� does not depend on any complex calculations,
� involves semantic similarity metrics in the calculation process.

The structure of the paper is as follows. Section 2 describes impor-
tant research efforts in the domain of RSs and the cold start prob-
lem. Section 3 gives a high level description of the proposed system
while Section 4 presents in detail the key components of our RS.
Section 5 is devoted to the presentation of evaluation metrics
and the description of our experimental results. Finally, Section 6
concludes the paper.
2. Related work

The CF methods are categorized to (Khabbaz & Lakshmanan,
2011): (i) user-based, (ii) item-based, (iii) model-based, and, (iv) fu-
sion-based approaches. In the user-based approaches (Herlocker,
Konstan, Borchers, & Riedl, 1999), a similarity matrix is adopted
to store the ratings of each user for every item. The main problem
is when missing values are present. The item-based methods
(Deshpande, 2004; Sarvar et al., 2001; Wang et al., 2006) adopt pair-
wise item similarities which are more reliable than user similarities,
thus, resulting in higher QoR. The model-based methods (Das et al.,
2007; Canny, 2002; Jin et al., 2006) exploit the sparsity of data in the
similarity matrix. Training examples are used to generate the
appropriate model parameters. Based on such parameters, missing
values could be substituted. However, tuning a significant number
of parameters has prevented these methods from wide adoption
(Jambor & Wang, 2010). The fusion-based methods (Tso-Sutter
et al., 2008; Zhang et al., 2010; Oku & Hattori, 2011) adopt informa-
tion fusion techniques for building the final items list.

As mentioned, CB systems try to match user profiles against
items description. Various techniques have been used in CB models
like keyword-based models (Asnicar & Tasso, 1997; Chen & Sycara,
1998; Mladenic, 1999; Moukas, 1997), semantic techniques
(Basile, de Gemmis, Gentile, Iaquinta, & Lops, 2007; De Gemmis
et al., 2007; Eirinaki, Vazirgiannis, & Varlamis, 2003; Magnini &
Strapparava, 2001; Middleton et al., 2004) or probabilistic models
(Billsus & Pazzani, 1999; Billsus & Pazzani, 2000; Mooney & Roy,
2000; Pazzani & Billsus, 1997). Keyword-based models handle
every document as a vector where each dimension describes a
specific term. Weights are used to define the association between
documents and terms (i.e., user profiles and item characteristics).
Semantic techniques provide means for reasoning in the recom-
mendation mechanisms. Ontologies play an important role to that,
however, one can identify the problem of heterogeneity. Different
item providers could utilize different ontologies, thus, the reason-
ing process becomes very hard. Probabilistic methods yield poster-
ior probabilities by analysing historical data and based on a priori
probabilities. Such probabilities are related to the relationship be-
tween documents and terms. Usually, the Bayes rule is the key
methodology for the calculation of such probabilities while the Na-
ive Bayes classifier is recognized as the method with the best per-
formance (Lewis & Ringuette, 1994).

The adoption of CB systems has a number of advantages and
disadvantages (Lops et al., 2011). These approaches require ratings
made by the user herself in contrast to CF models that cannot de-
rive an result without other users ratings. However, in CB systems
the cold start problem is intense as ratings are not available for
new users. CB models depend on the performance of content anal-
ysis methodology they adopt. Explanations on the final result could
be given by terms of items descriptions and users profiles some-
thing that cannot be done in CF approaches. Additionally, new
items are handled easier as the recommendation is based on their
descriptions even if ratings are not present yet. The performance of
the matching process of the item descriptions with the user pro-
files is also a critical issue.

A number of research efforts deal with the cold start problem.
The combination of collaborative data and content is proposed as
a solution to the discussed problem (Popescul et al., 2001; Schein
et al., 2002). Such models incorporate three data sources: users,
items and item contents. The influence of collaboration data with
content emerges naturally from the given data sources by adopting
a probabilistic model. Six techniques that CF systems can use to
learn about new users are presented in Al Mamunur et al. (2002).
These techniques select a sequence of items to present to every
new user. In Massa and Bhattacharjee (2004), the authors try to as-
sert the cold start problem through a trust-aware system that takes
into account the ‘web of trust’ provided by every user. The proposed
model involves trust propagation between users and inference on
the weights of unknown users. A recommendation algorithm based
on social tags is proposed in Zhang et al. (2010). The algorithm pro-
vides personalized recommendations especially when the assigned
tags belong to diverse topics. In Lam, Vu, Le, and Duong (2008), an
hybrid approach is discussed. The proposed model utilizes a combi-
nation of the CF approach with the CB. Two probabilistic aspect
models using pure CF try to handle the new user problem. The use
of association rules is the proposed solution in Shaw, Xu, and Geva
(2010). Through such rules, the authors try to expand the user pro-
file and, thus, avoid the cold start problem. The performance is
improved using non-redundant rule sets. However, complete rule
enumeration is often intractable for datasets with a very large num-
ber of multi-valued attributes. In Zhou, Yang, and Zha (2011), the
authors present functional matrix factorization (fMF). fMF con-
structs a decision tree for the initial interview (each node being an
interview question) enabling the RS to query the user adaptively.
Hence, the interview phase could be ‘alleviated’ thus improving
the performance of the model. In Park and Chu (2009), the authors
propose predictive feature-based regression models that leverage
all the available information of users and items to tackle the cold-
start problem. Finally, in Golbandi, Koren, and Lempel (2011), a
model for the profiling of new users is discussed. The proposed mod-
el is a kind of an interview that elicits the opinion of users about
items. The model involves an adaptation scheme on the users’
answers in order to provide a more efficient result.
3. The proposed model

The proposed model alleviates the user cold start problem of CF.
The main operational aspects are depicted in Fig. 1. The process of



Fig. 1. The architecture of the proposed system.
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predicting item ratings for a new user involves three phases. Let
the set of current users in the system be U ¼ u1;u2; . . . ; umf g and
N ¼ n1;n2; . . . ;nnf g be the set of the new users. Moreover, a set
I ¼ i1; i2; . . . ; ikf g of items is available.

At first, we build a model based on demographic data
D ¼ d1; d2; . . . ; dlf g (D is defined by developers) and users’ prefer-
ences. We name this step ‘Classification’. The idea is that people
with a common background are much likely to have similar prefer-
ences. The classification component implements a model on the
basis of a training set that contains instances of the whole data
store. Instances include variables related to D. Then, we use the
generated model to map a new observation in the appropriate cat-
egory C. C belongs in the set of categories C ¼ C1;C2; . . . ;Cbf g (C is
defined by developers). In Fig. 1, we show two key factors: (a) the
prediction variable ~V , and (b) the estimated category ~C. For each new
observation Oj; j ¼ 1;2; . . ., we set a class attribute that represents
~V . Values of this class are the possible categories

S
cj # C for each

new Oj. One of these categories cj is the output of the model and
the corresponding category ~C for every n 2 N . The goal is to find
a neighbourhood NG ¼

S
uj (NG#U) for n 2 N . The neighbours

in NG are users that belong to the same category as the model
predicts.

Second, after the selection of NG, we calculate the similarity be-
tween n 2 N and each of the neighbours uj 2 NG; j ¼ 1;2; . . . ; jNGj
through a weighted average of demographic data. We name this
step as ‘Similarity Estimation’. In this phase, we incorporate a sim-
ilarity function that combines similarity weights from different
dj 2 D; j ¼ 1;2; . . . ; jDj. In case of numeric data, we use a particular
exponential function as described in the following section. For
literal attributes, we use a semantic similarity measure (Wu and
Palmer Metric (Wu & Palmer, 1994)). However, in case of binary
literal attributes, we take as similarity result boolean values (true
or false).

Finally, we make predictions combining the similarity measure
and neighbours ratings. We name this step as ‘Collaborative Predic-
tion’. This component implements a function that makes a predic-
tion for an item i 2 I . The prediction is derived by a weighted
average of each uj ratings. More specifically, we combine the sim-
ilarity weights calculated in the previous phase with the ratings of
neighbours for the possible recommended item.
4. Model analysis

4.1. User classification

As discussed, through the use of classifications algorithms, we
are able to produce C based on the data related to the set U. In order
to have the final C, we apply binary classifiers while the application
of multi class classifiers gives us the opportunity to have multiple
classes in the results. In the proposed system, we combine a binary
classifier with the model one-against-all (OvA) (Milgram, Cheriet,
& Sabourin, 2006) for achieving multi-class classification. At first,
we train the system with the set U and, accordingly, we predict
the category Cj for the user nj. In Algorithm 1, we provide the
OvA algorithm.

For predicting the new category Cj of a new instance, we apply
the generated model. The new category satisfies the following
equation:

ŷ ¼ arg max
16k6K

fk xð Þ ð1Þ

In this work, we adopt as binary classifier the C4.5 (Kotsiantis,
2007) and the Naive Bayes algorithm (Zhang, 2004). In Fig. 1, we
see that the result of the discussed process is the estimated
category ~C.

Algorithm 1. OvA

Input: L, Instances X, Labels Y! L: Training Algorithm
Output: Classifiers fk; k ¼ 1;2; . . . ;K
Begin

forall k 2 1;2; . . . ;Kf g do
if yi ¼ k then

y0i ¼ 1
else

y0i ¼ 0
end if
fk ¼ L X; y0ð Þ

end for
End
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4.2. Users similarity
After calculating ~C, we should proceed with grouping users. Our
aim is to find the neighbourhood of each user nj 2 N . The algo-
rithm for finding the neighbors of nj is depicted by Algorithm 2.
The proposed algorithm aims to match ~Cnj

against ~Cuj
, where ~Cnj

is the category of the new user nj 2 N and ~Cuj
is the category of

the user uj 2 U . The result of the discussed algorithm is the set of
neighbours NG.

Algorithm 2. Neighborhood Calculation

Input: U;N
Output: NG for each new user
Begin

Define options: OvA
Set Class Index
Build C4.5 Tree
Build the MultiClass Classifier
for all nj 2 N do

NG ¼ null

Find ~Cnj

for all uj 2 U do

Find ~Cuj

if ~Cnj ¼ ~Cuj then
NG.add(uj)

end if
end for

end for
End

The next step is to calculate the similarity between new users
and users in the NG set. Therefore, the final prediction is based
on ratings of the nearest neighbors. The similarity results concern
the demographic attributes as defined by D. The final similarity de-
gree is calculated through the following equation:

simðn;uÞ ¼
Pl

j¼1SFj �wjPl
j¼1wj

ð2Þ

where SFj is the similarity value of the jth attribute and wj is the
corresponding weight. Through this equation, we provide a frame-
work where the developer can focus on specific demographic
data. For example, let us consider D ¼ d1 ¼ age;d2 ¼ occupation;f
d3 ¼ genderg. The discussed set D can be easily extended. We can
focus on age, if we define w1 ¼ 0:5;w2 ¼ 0:25;w3 ¼ 0:25. When
wj ¼ 1:0, the calculation process is fully based on the jth attribute.

For each attribute dj, we define a similarity function
SFðat1; at2Þ 2 ½0;1� that gives the results every similarity value
SFj. The terms at1 and at2 are the attribute values for a pair of users
under consideration. We consider two attribute categories: (a) nu-
meric, (b) literal. For numerical values, we adopt a function
SF : RþXRþ ! ½0;1�while for literal values, we adopt semantic sim-
ilarity techniques. In the discussed example, we consider a SF for
defining the weight of the age wa 2 ½0;1� as follows:

wa ¼
1� jDiff j

Diffmax

� �x
if jDiff j 6 Diffmax

0 if jDiff j > Diffmax

8<
: ð3Þ

where Diff is the difference in age between two users and Diffmax is a
maximum difference (defined by developers). The x parameter is a
policy factor. If the developer wants to have an increased value of
the weight wa even for large Diff values, then she will adopt a very
small x value (smaller than 1). The opposite stands when x is large.
For literal attribute values, we adopt the known Wu–Palmer seman-
tic similarity metric (Wu & Palmer, 1994). Wu–Palmer metric
adopts the known Least Common Subsummer (LCS) technique. This
technique finds the common node of the two examined issues in the
Wordnet taxonomy (<http://wordnet.princeton.edu/>). Finally, in
the case of binary literal attribute (i.e., gender) or binary numerical
attribute values, we consider boolean similarity values (true or
false). Hence, SFðat1; at2Þ ¼ 1 when at1 ¼ at2 and SFðat1; at2Þ ¼ 0
when at1 – at2.

4.3. Ratings prediction

The final phase is to produce predictions for new users. For each
user nj 2 N , the model should provide predicted ratings for every
item ib 2 I . Every predicted rating Rnj ;ib 2 Rþ is a weighted sum
of ratings made by the users in NG. Therefore, the following equa-
tion holds true:

Rnj ;ib ¼
P

u2NGsimðnj;uÞ � ru;ibP
u2NGsimðnj;uÞ

ð4Þ

where ru;ib is the rating of the user u for the item ib. Based on the
above approach, we aim to enhance ratings that are made by users
having large similarity degree with every new user. This is as ex-
pected as users having in common a lot of characteristics probably
they will have similar item preferences.
5. Performance assessment

We report on the performance of the proposed model. We de-
fine certain performance metrics and, then, present our results.
Our aim is to quantify the performance of the proposed model con-
cerning the prediction accuracy and compare the results obtained
by using different classification algorithms.

5.1. Evaluation metrics

We adopt widely used metrics for prediction accuracy. The first
metric is the Mean Absolute Error (MAE). MAE is defined in Eq. (5).
In this equation, pu;i defines the prediction for user u and for item i
while ru;i symbolizes the actual rating. Finally, with K, we symbol-
ize the number of items under evaluation.

MAE ¼ 1
K

X
u;i

jpu;i � ru;ij ð5Þ

Another important metric is the Root Mean Square Error (RMSE) de-
fined by Eq. (6).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
K

X
u;i

pu;i � ru;i
� �2

s
ð6Þ

Both metrics are widely used in evaluating recommender systems
with respect to prediction accuracy.
5.2. Experimental evaluation

We run a number of experiments for a specific dataset. The
dataset is retrieved by the GroupLens research team (<http://
www.grouplens.org/>). GroupLens provides the MovieLens dataset
containing one million ratings for 4000 movies defined by 6000
users. From the set of users, we choose a number as the registered
users in the system and the rest are considered as new users. We
start from 100 registered users and, in different scenarios, we in-
crease the number till 5000 users. Through this approach, we try
to find out how the system behaves for different numbers of
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http://www.grouplens.org/


Table 1
Experimental parameters.

Parameter Values

Algorithm C24:5;CM4:5, NB, RCA
wj wj 2 ½0;1�;

P3
j¼1wj ¼ 1

x 0:8

Table 2
Experimental scenarios.

Scenarios Weights

Scenario 1 w1 ¼ 0:6;w2 ¼ 0:3;w3 ¼ 0:1
Scenario 2 w1 ¼ 0:3;w2 ¼ 0:6;w3 ¼ 0:1
Scenario 3 w1 ¼ 0:3;w2 ¼ 0:1;w3 ¼ 0:6
Scenario 4 w1 ¼ 0:33;w2 ¼ 0:34;w3 ¼ 0:33
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registered users. Ratings are between 1 (minimum value) and 5
(maximum value). All ratings are integer values. For each user,
we take the identification number and her demographic data
D ¼ d1; d2; d3f g ¼ age; occupation; genderf g. Moreover, we consider
Fig. 2. Results fo

Fig. 3. Results fo
that C ¼ C1;C2;C3;C4f g ¼ fun; intellectual; adventurous; romanticf g.
Both lists D and C could be easily extended.

In our experiments, we adopt two classifiers: the C4.5 algorithm
and the Naive Bayes (NB) approach. Additionally, we adopt a tech-
nique that randomly classifies each user in C. This methodology is
named Random Classification Algorithm (RCA). For the C4.5 case,
we examine a scenario where only two classes are used for the
classification of each user (depicted by C24:5) and a scenario
where multiple classes are considered in the classification process
(depicted by CM4:5). We compare results taken by the three dis-
cussed models (i.e., C4.5, NB and RCA). We examine a number of
scenarios defined by the values of weights for each dj. In Table 1,
we give a short description of our parameters.
5.3. Experimental scenarios

In Table 2, we depict our experimental scenarios. These scenar-
ios are defined through the wj values. Every combination deals
with the parameter on which the proposed system pays more
attention. For instance, in Scenario 1, the system focuses
primarily on the ‘‘age’’ parameter in order to issue the required
r Scenario 1.

r Scenario 2.



Fig. 4. Results for Scenario 3.

Fig. 5. Results for Scenario 4.

Fig. 6. Results for Scenario 1 – large number of users.
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Fig. 7. DMAE comparison.

Fig. 8. DRMSE comparison.
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Fig. 10. Results for different x values – DRMSE .
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recommendations. Scenario 4 is more ‘‘fair’’ as all the demographic
data are equally considered.

In Fig. 2, we see our results for the first scenario. We depict both
MAE and RMSE. For both metrics, the C24:5 algorithm exhibits the
best performance. As jUj (number of users) grows, MAE and RMSE
are reduced. For jUj ¼ 900, we take MAE approximately equal to
0.8 and RMSE approximately equal to 1.0. As jUj increases, the
system has more data to achieve good performance in the classifi-
cation process as well in exploiting users demographic informa-
tion. Hence, the error in the prediction becomes smaller. As
expected the RCA algorithm performs worse than the rest.

Looking at Figs. 3–5, we see that for the rest of the examined
scenarios, we obtain a similar performance for MAE and RMSE.
The C24:5 also performs better compared to the rest of the algo-
rithms. Based on these results, we conclude that weights for each
demographic attribute do not play important role for
jUj 2 100;200; . . . ;900f g. Hence, we increase the cardinality
jUj 2 1000;2000;4000;5000f g. Fig. 6 depicts our results. Now,
the best performance is achieved by the CM4:5 algorithm accompa-
nied by the NB. The minimum MAE value was equal to 0.736
achieved by CM4:5 when jUj ¼ 5000. The minimum value of NB
was equal to 0.737 for the same number of users. In average, the
C24:5 algorithm exhibits 0.5% greater MAE value compared to the
rest. Through Fig. 6, we see that similar performance is attained
for the RMSE metric.

In this point, we consider DMAE and DRMSE for the MAE and RMSE,
respectively. D is defined as follows:

D ¼ DBase � DTarget

DBase
% ð7Þ

We try to reveal the difference in the performance when we adopt
small number of users (jUj 2 100;200;400;500f g) and when we
utilize large number of users (jUj 2 1000;2000;4000;5000f g). DBase

stands for Base 2 100;200;400;500f g and DTarget for
Target ¼ 10 � Base. Fig. 7 is devoted to the presentation of MAE re-
sults while Fig. 8 is devoted to the presentation of RMSE results.
We see that all the algorithms are affected by the increase in jUj.
The C24:5 algorithm is less affected compared to the rest. The differ-
ence in the performance becomes smaller as jUj increases. However,
the difference remains close to 10% as Base! 500. Concerning the
RMSE metric, we see that the CM4:5 algorithm is heavily affected
by the increase in jUj as in the MAE case. Smaller jUj leads to greater
Fig. 9. Results for different x values – DMAE .
MAE and RMSE results. This is because the system does not have en-
ough information about users in order to derive better predictions.

Finally, in Figs. 9 and 10, we depict our results for DMAE and
DRMSE metrics comparing cases where different x values are
adopted. We remind that the x parameter is a policy factor affect-
ing the weight of a demographic attribute (taking numeric values).
For these results, we take as Base the case where x ¼ 15 and as
Target the case where x ¼ 0:8. In the discussed figures, we see that
an increased x value leads to increased MAE values. Better perfor-
mance is exhibited by the NB algorithm as it is less affected by the
change in the x value. When jUj ¼ 5000, we observe that the sys-
tem performs better when x ¼ 15. Concerning the RMSE, we see in
Fig. 10 that the discussed algorithms exhibit similar behaviour as
in the MAE results. Large x values lead to increased RMSE values.
6. Conclusions

In this paper, we present a method to alleviate the new user
cold start problem for RSs applying CF. The proposed system
adopts a three-phase approach in order to provide predictions for
new users. We adopt a mechanism that takes into consideration
their demographic data and based on similarity techniques finds
the user’s ‘neighbours’. We define as ‘neighbours’, users having
similar characteristics with the new user. The idea is that people
with a common background and similar characteristics have more
possibilities to have similar preferences. Hence, each novel users is
classified in a group and accordingly a rating prediction mecha-
nism is responsible to result ratings for items. The final ratings
are calculated through a weighted scheme where developers can
pay attention to specific attributes or select a more ‘fair’ approach.
Our experimental results show the performance of the proposed
techniques. We adopt the dataset provided by the GroupLens re-
search team. The proposed system performs better in cases where
a large number of users are already registered in the system. In
such cases, the system achieves smaller MAE values increasing
the accuracy of ratings prediction.
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